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ScaleMP Challenges

Scaling compute-power is either
Complex (scale-out / clusters) or Expensive (scale-up / SMP)

Scale-out - Clusters
= Requires advanced IT skills / know-how (high OPEX):

= Complex operating environment: multiple OS, Cluster file-system, distributed
software installation, cabling...

= Suitable for large deployments (>64-processors)
= OEM operates on thin margins (<20%)
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Scale-up - SMP (shared memory systems)

» High end-user cost - Per processor price grows with system size
= High OEM R&D expenditure to create x86 SMP systems (>4 processors)
= Significant margin expansion for OEMs

= Product offering is mostly proprietary (non-x86) in nature

= Architecture and processors (Iltanium, SPARC, POWER, PA-RISC...)
= Limited application portfolio

== VX TECH Speed | Performance | Passion for Innovation




ScaleMP ScaleMP’s Approach: A3xs

ScaleMP’s versatile SMP (vSMP) architecture:
* Aggregates standard components to larger system
* Scales application processing, memory and I/O resources

* Simplifies system management by reducing number of systems
* Saves through lower TCO

Scale-up - SMP (shared memory) — the ScaleMP way
= x86-based shared memory systems

= Off-the-shelf components
= Reduce R&D cost
= Best price-performance

= Higher Margin offering

N
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vSMP Foundation — How It Works?

1ultiple off-t el 36 boards
with proces d rm—*mor\/
Processors :,J: /w_mr
or memory amount doesn’t have to be
same across all boards

+

InfiniBana HCASs, cables, switch

+

vSMP Foundation flash-modules

The modules plug into the motherboards

and present aggregate coherent view to
the OS
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lem, based on standard x86 components
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VvSMP Foundation
Configuration Versatility

Compute intensive configuration
Up to 32 sockets / 128 cores on 16 boards
Over 1.5 TFLOP

2 processors 2 pwcazaorsJ l 2 pwca;aur;J Up to 32 processors / 128 cores / 16 boards

Memory intensive configuration
Up to 1TB shared memory on 16 boards
Using 4GB DIMMs

High-bin processor for compute

1 [PreEEsser 1 PreEEsser ] 1 preeEssel Low-bin processors for memory/I/O only boards
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vVSMP Foundation — Behind The Scenes
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ScaleMP Highest x86 SMP Memory Bandwidth

STREAM (OMP) — MB/sec (Higher is Better)
80000 =

mvSMPowered System
= IBM x460
uSUN X4600M2
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HW Characte!
vSMPowerec

IBM x460:
SUN X4600M
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ScaleMP Stellar Application Performance(*)

ABAQUS/Explicit 6.6 - E1 - Runtime (Lower is Better FLUENT 6.3 - FL5L3 - Rate (Higher is Better)

Runtime (sec.)

Ineering

Eng

CPUs

mf1200 mSGIAlx4700 mHPXC4000 (DL145G2)  mHP XC3000 (DL140 G3)  m SUN X4600M2 mi200 CBMx460 B SUNX4E00M2  mSGIAIKXE = SGIAllx4700

Schlumberger Eclipse

Runtime (Sec ) - Lower is better

Mid-range x86 SMP Systems - Relative Runtime goweris better

mSGl 1220 - Intel Xeon (Core) 5160 (Dual-Core), 3GHz, 4MB L2 cache, 1333MHzFSB 5477
OIBM x460 - Intel Xeon (NetBurst) 7040 {Dual-Core), 3GHz, 2x2MB L2 cache, 66 TMHzFSB ’
ESUN x4600 - AMD Opteron 885 (Dual-Core), 2.6GHz, 2x1MB L2 cache ]

W FUSION-1200
O 1BM x460

@3 |BM Cluster
G HP Cluster

B SUN X4600

258
1.95
1.76
. - 1,511 1,530 O SUN Cluster
136 135 13
i i“ I i i | J
Ji

ONEM1 (1.3m)

DOCK 6: GOLD3A: GROMACS: aguar: MOLPRO: OpenEye FRED: SCH ADF: FU 12 x Intel XEON 5160 DC (Woo: 3GHz, 4MB L2; 36/48GB vaMF Foundaton 1.5 = ScaleMP)
ZINC Virtual Sereen cholesterclimp2-631g mpp_big_normal_cosd 3_pl.smi.gz Angela3_exc.run IBM x460: 8 x Intel XEON T040 DC (Paxville] B L2; 16GB

16 cores. 16 cores. 16 cores. 16cores 16 cores. 16 cores 16 cores IBM Cluster

wor ScaleMP!

4 node cluster: 4 x 2 x AMD Opte 2.2GHz, 2x1MP L2; 8GBincde; InfiniBand = Public

8 0 B L3; 8GB/node; Myrinet sowce: Public)
caleMP)

L2; 4GB/node: Infiniband (SowcePublic)

Life Sciences

(*)More application performance information available
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FUSION1200®

» TODAY'S WORLD’S LARGEST
[NTEL ©® XEON ©® SMP SERVER

'0 SYSTEMS DEPLOYED
V1D

TEMS ARE RUNNING
JCTION

(PAT WEUC AV-S A 6 TANN

WRRRRW
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Road To Success

128 CORES and 512GB RAM System at SC2007
70+ SYSTEMS INSTALLED

40 SYSTEMS INSTALLED I' /

vSMP FOUNDATION v1.7 LAUNCHED

FIRST 10 SYSTEMS INSTALLED

FUSION 1200 Launch SC2006

== VX TECH Speed | Performance | Passion for Innovation



FLEXIBLE CONFIGURATIONS

Processors

Cores
Speed

Memory

Storage

Support

s |

/7

T auauey | [
lg“! o
| ‘ I
Office Entry Level
Supercomputer (Compute)

8 12

Quad-Core

Quad-Core
2.66 GHz

2.33 GHz
64GB 144GB
1TB 3TB

3yr, onsite

3yr, onsite
5x9xNBD

5x9xNBD

. onneew § ’V

Mid-Range
(Compute)

16

Quad-Core
3.00 GHz

256GB
4TB

3yr, onsite
5x9xNBD

FUSION1200®

128 CORES /1TB SMP AT MANAGED CLUSTER PRICES!

| aneeew §

| aneeew §

| aneeew §

High-End
(Compute)

32

Dual-Core
3.33 GHz

512GB
4TB

3yr, onsite
5x9xNBD

W) )

W) )

High-End
(Large Memory)

32

Dual-Core
LV 3.00 GHz

iTB
16TB

3yr, onsite
5x9xNBD

= Processors:

- Up to 12 processors per chassis
+ Up to 32 processors per system

= Memory:

» Intel Dual-Core and Quad-Core

.

« Up to 192 or 384GB per chassis
« Up to 512 or 1024GB per system

= Internal Storage:
« Up to 6 SATA drives per chassis
+ Up to 16TB per system

= VXTECH
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FUSION1200® - Competitive Overview

System Vendor \"2.41 59, IBM SUN White-Box
System Model FUSION-1200 x3950 M2 x4600 M2 AMD
Processor
Vendor Intel Intel AMD AMD
Model Xeon 52xx / 54xx Xeon 72xx / 73xx Opteron 8xxx Opteron 8xxx
Micro-Architecture Intel Core Intel NetBurst AMD K8 AMD K8
Dual-Core availability Yes Yes Yes Yes
Quad-Core availability Yes Yes Yes Yes
Chassis
Max. Processors (sockets) / Chassis 12
Max. Memory / Chassis (GB) 192 or 384
Max. Internal Drives / Chassis ()
Integral GigE Ports / Chassis 7
System

Max. Chassis

Max. Processors (sockets) / System 32
Max. Memory (GB) / System 512 or 1TB
Max. Internal Drives / System 16
Integral GigE Ports / System 20
Others
Internal Drives Type _ SAS SAS SATA / SAS
Integral 10 Expansion / Chassis Yes (eSATA) No No No

Available PCIx/e Slots / Chassis 1 8
Redundant Power Supply No No Yes Yes
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Why Customers Buy?

Application requirements Operational requirements
» Applications that use large « Use same computing resource for
memory footprint (even with one multiple application classes
pProcessor) (“mixed environments”): single-
processor, multi-processor, shared-

» Applications that need multiple

processors and shared memory memory

« Simplify the complexities involved
with running clusters

FUSION system delivers:

« The most flexible platform -
top performance for all

FUSION system delivers:

« Best price/performance

« For customer looking for
application classes

 Lowest TCO!

x86, the only solution that
delivers large memory and
high-socket count
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CAE

End user requirements Fusion1200 fit

1) Need more compute than current workstations 1) Keep workstation for graphics — add shared server
2) Run mix of Structural, CFD and Crash applications 2) Large memory for structural, many processors for

3) Don’t want clusters CFD and crash
4) Need to run more accurate models, faster 3) System administration equivalent to a workstation

Where to find opportunities Key CAE messages

Companies that: 1) Run multiple jobs in parallel (i.e. 2 jobs on 4 CPUs
1) have several engineers, little IT staff or expertise each) or one large job on all 8 CPUs
2) can share a common resource 2) Run small jobs during day, large jobs at night

3) need more RAM than the 64GB or 128GB limitations 3) Great system for FSI (large memory for structural,
4) run structural, CFD and Crash applications high memory bandwidth and compute for fluid)

) s et e BT 4) Flexibility, flexibility, flexibility
6) need to generate very large meshes 5) SGI has applications expertise

Applications Tested in ScaleMP labs Key Fusion1200 messages

1) ANSYS Mechanical Six key differentiators (mid-range x86 SMPs)
2) ABAQUS/Explicit & Standard 1) Highest socket count

3) LSTC-LS-DYNA 2) Largest memory

4) FLUENT 3) Highest memory bandwidth

5) ASNYS CFX 4) Grow as needed: up to 32 CPUs -512GB RAM
6) CD-adapco Star-CD 5) Competitively priced
7) AVF FIRE 6) Ease of Management

Many Benchmarks

Available
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End user requirements

Mix of Legacy OpenMP, MPI, and in-house
applications (most of them x86)

Run multiple applications on same system
Support multiple users
Performance is important, but not the only factor

Need to publish results fast (no time for
parallelizing code using message passing)

Where to find f1200 opportunities

1) Centers considering IBM 3950 and Sun X4600

2) Sites that have experience with SMP systems,
easier sell

3) Little/no IT staff. Can’t manage complex systems

4) University research sponsored by grants (usually in
the $200K with 50 to 100K for HW)

5) Bio-techs (either will buy white boxes clusters, or
value the SMP)

6) Larger Pharmaceuticals. Go to research department.

Be aware of corporate IT preferred vendors.

Applications Tested in ScaleMP lab

Gaussian - Amber - GROMACS - Schrodinger Jaguar -
Schroédinger Glide - NAMD- DOCK - GAMESS - GOLD -
mpiBLAST - BLAST - MOLPRO - OpenEye FRED -
OpenEye OMEGA - SCM ADF - HMMER

Many Benchmarks
JAVETIE] o] [
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Life Sciences

Fusion 1200 fit

1) High number of processors well suited for many
computational chemistry and bio-informatics codes

2) High Memory bandwidth needed by several
computational chemistry codes

3) Ability to run hundreds of x86 life sciences
applications (not all run on Itanium)

4) SMP system, easier to install and administer
5) Optimal Perf. Guidelines available for many apps.

Key Life Sciences messages

1) Run ANY 86 application

2) Run multiple jobs and one large jobs

3) Run small jobs during day, large jobs at night

4) Larger shared resource is more flexible

5) SGI has strong industry expertise

6) Great performance against IBM and Sun systems

7) Performance information available on key
applications

8) Scalability, start with a chassis and grow over time

Key Fusion1200 messages

Six key differentiators (mid-range x86 SMPs)
1) Highest socket count

2) Largest memory

3) Highest memory bandwidth

4) Grow as needed: up to 32 CPUs -512GB RAM
5) Competitively priced

6) Ease of Management
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End user requirements

1) Support a large number of users using MATLAB
2) Support advanced research

3) Need for Performance

4) Need for larger model simulations

Where to find f1200 opportunities

1) Over a million licenses implemented today

2) Researchers in life sciences, aerospace, financial
engineering,

3) Universities
4) Have little or no IT staff. Cannot manage complex
systems

Applications Tested in ScaleMP lab

The Mathworks, MATLAB
Interactive Supercomputing, Star P,
Revolution Computing R

Many Benchmarks
JA\VETIE] o] [
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Numerical Simulations

Fusion1200 fit

1) High number of processors and processor cores to
run many MATLAB simulations in parallel

2) High Memory capacity for very complex models,
larger than any other x86 system

3) Ability to support hundreds of users
4) SMP system, easier to install and administer

Key MATLAB messages

Run 100’s of jobs in parallel, one core per
user/process

Run jobs that require very large memory. A single
process can user the entire memory of the system

Run one job in parallel on entire system (requires
StarP or MATLAB DCE)

Run small jobs during day, large jobs at night
Larger shared resource is more flexible
SGI has strong industry expertise
Scalability, start with a chassis and grow over
time

Key Fusion1200 messages

Six key differentiators (mid-range x86 SMPs)
1) Highest socket count

2) Largest memory

3) Highest memory bandwidth

4) Grow as needed: up to 32 CPUs -512GB RAM
5) Competitively priced

6) Ease of Management
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Targets For FUSION1200® Systems

TARGET ENVIRONMENTS

- Applications that use large memory
footprint

- Applications that need multiple
processors and shared memory

- User wanting to simplify the
complexities involved with running
clusters

MANUFACTURING

Computational Structural Mechanics (CSM)
« ABAQUS/Explicit - ABAQUS/Standard - ANSYS
Mechanical - LSTC LS-DYNA - ALTAIR Radioss

Computational Fluid Dynamics (CFD)

* FLUENT - ANSYS CFX - CD-Adapco STAR-CD - AVL
FIRE

Others

* inTrace OpenRT

LIFE SCIENCES

« AMBER - Schrodinger Jaguar - Schrodinger Glide -
NAMD - DOCK - GAMESS- GOLD - mpiBLAST -
GROMAX - MOLPRO - OpenEye FRED - OpenEye -
OMEGA - SCM ADF - HMMER

ENERGY

» Schlumberger ECLIPSE - Paradigm Geophysical
GeoDepth

HORIZONTAL & SYNTHETIC BENCHMARKS

» The MathWorks MATLAB - SPEC CPU2000
« STREAM (OMP)

= VXTECH

Speed | Performance | Passion for Innovation



Selling Against The Competition

Vendor | Products | Presence in Industry | How to Compete

Mostly found in life Poor application performance on x3950 due
sciences [0 limited memory bandwidth (1066MHz

FC D

rob)

* No presence In * FUSION is much stronger (1333MHz x €

manufacturing
preferred vendors in life

* FUSION beats P-Series In customer
benchmarks
Sun X4600 » Strong in Higher - 1200 better performance, more scalability
Education and
Research » X4600 AMD systems do not scale past 4

processors and lack quad core offering !
* Little presence in
manufacturing

Does not have an offering in 8+ CPUs Shared Memory Processor Systems

DELL Does not have an offering in 8+ CPUs Shared Memory Processor Systems
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Handling Objections

« UNPROVEN TECHNOLOGY -
— 70+ systems deploy 1S in production

— Guaranteed bette " life (vSMP Foundation
r /ements)

— Asin arformance
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Engagement Model

Available Options to Reseller
2/SUppo
4 allation

———————— ===

END-USERS "
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